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Problem

Natural language is written by people.

That’s sick

(Veronica’s 
Grandmother) (Veronica Lynn)
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Human-Centered NLP – We will cover: 

1. Differential Language Analysis
2. Human Factor Adaptation
3. Human Language Modeling



Input:

Linguistic features

Human or community attribute

Output: 

Features distinguishing attribute

Goal: Data-driven insights about an attribute

Differential Language Analysis



E.g. Words distinguishing communities with increases in real estate prices.  
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Differential Language Analysis

● Odds Ratio using Informative Dirichlet Prior

 

(Monroe et al., 2010; Jurafsky, 2017)

Bayesian term for “smoothing”: accounts for uncertainty as a 
function of event frequency (i.e. words observed less) by 
integrating “prior” beliefs mathematically. 
“Informative”: the prior is based on past evidence. Here, the 
total frequency of the word.
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Differential Language Analysis

● Odds Ratio using Informative Dirichlet Prior

 

(Monroe et al., 2010; Jurafsky, 2017)

Final score is standardized (z-scored):                                , where



Python Library, CLI, and 
Colab for DLA

https://dlatk.github.io/
Getting Started in Colab

Differential 
Language Analysis

https://dlatk.github.io/
https://colab.research.google.com/drive/10WMCmnKzwywZR7s2et5xx9CcoWBNmhLY?usp=sharing
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Natural language is generated by people.

“The common misconception is that language has 
got to do with words and what they mean. It does 
not. It has to do with people and what they mean.”

Shannon, 
1948

Mosteller &
Wallace 1963

Hovy & Soogaard, 
2015

Mairesse, Walker, 
et al., 2007

Clark & 
Schober, 1992
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Human Factors
--- Any attribute, represented as a continuous or discrete variable, of the humans 
generating the natural language. 

E.g. 
● Gender
● Age
● Personality
● Ethnicity
● Socio-economic status



Typ e

  A

Typ e

   B

typically requires putting people into discrete bins

Human Factors



“most latent variables of interest to psychiatrists and personality 
and clinical psychologists are dimensional [continuous]” 

(Haslam et al., 2012)
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Typ e

  A

Typ e

   B

Age

20? 30? 40?

“most latent variables of interest to psychiatrists and personality 
and clinical psychologists are dimensional [continuous]” 

(Haslam et al., 2012)



Less Factor A More Factor A

“most latent variables of interest to psychiatrists and personality 
and clinical psychologists are dimensional [continuous]” 

(Haslam et al., 2012)
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Features for:  source    target newX = []

for all x in source_x:
  newX.append(x + x + [0]*len(x))
for all x in target_x
  newX.append(x + [0]*len(x), x)

newY = source_y + target_y

model = model.train(newX,newY)
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Learning
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.6

.3
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User 
Factors

Continuous 
Adaptation

Transformed 
Instances Labels

Features
X

Gender Score
-.2

Original
X

Gender Copy
compose(-.2, X)

(Lynn et al., 2017)



User Factor Adaptation: Handling multiple factors
Replicate features for each factor: 

(Lynn et al., 2017)



User Factor Adaptation: Handling multiple factors
Replicate features for each factor: 

(Lynn et al., 2017)



User Factor Adaptation: Handling multiple factors
Replicate features for each factor: 

(Lynn et al., 2017)



Main Results
Adaptation improves over unadapted baselines (Lynn et al., 2017)

Task Metric
No 

Adaptation Gender Personality

Latent 
(User 

Embed)

Stance F1 64.9 65.1 (+0.2) 66.3 (+1.4) 67.9 (+3.0)

Sarcasm F1 73.9 75.1 (+1.2) 75.6 (+1.7) 77.3 (+3.4)

Sentiment Acc. 60.6 61.0 (+0.4) 61.2 (+0.6) 60.7 (+0.1)

PP-Attach Acc. 71.0 70.7 (-0.3) 70.2 (-0.8) 70.8 (-0.2)

POS Acc. 91.7 91.9 (+0.2) 91.2 (-0.5) 90.9 (-0.8)



Example: How Adaptation Helps
Women
more adjectives→sarcasm

Men
more adjectives→no sarcasm

more “male” more “female”



Problem
User factors are not always available. 



past tweets

Known
Age (Sap et al. 2014)
Gender (Sap et al. 2014)
Personality (Park et al. 2015)

inferred factors

Latent
User Embeddings 
   (Kulkarni et al. 2017)
Word2Vec
TF-IDF

Solution: User Factor Inference



Background Size
Using more background tweets to infer factors produces larger gains
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Full User Factors Adaptation Pipeline: with latent factors from training
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on Matrix (V)

C. Adapt document 
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factors just like in 

training. 

A. Save the 
transformation (V) 
from PCA during 

training

B. Apply V to user 
x avg_embeddings 

matrix during 
test/trial. 

This was training data; 
now assume test



Approaches to Human Factor Inclusion

1. Bias Mitigation: Optimize so as not to pick up on 
unwanted relationships.
(e.g. image captioner label pictures of men in kitchen as women) 

2. Additive: Include direct effect of human factor on outcome. 
(e.g. age and distinguishing PTSD from Depression)

3. Adaptive: Allow meaning if language to change depending 
on human context. (also called “compositional”)
(e.g. “sick” said from a young individual versus old individual)?
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Human Language Modeling

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. 
In Findings of the Association for Computational Linguistics: ACL 2022 (pp. 622-636).

- probability of a token sequence



I spend my 
weekends hiking.

I love the serenity of 
the mountains.

I take trips to get out of 
Long Island to hike!

LM

LM

LM

Hiking is the best LM

Human Language Modeling



1. Addressing Ecological Fallacy: Treating dependent phenomena as if 
independent. (Piantadosi et al., 1988; Steel and Holt, 1996)

2. Modeling the higher order structure.

I spend my 
weekends hiking.

I love the serenity of 
the mountains.

I take trips to get out of 
Long Island to hike!

LM

LM

LM

Hiking is the best. LM

?

Human Language Modeling: What's Missing?
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Human Language Modeling (HuLM)

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. 
In Findings of the Association for Computational Linguistics: ACL 2022 (pp. 622-636).

- probability of a token sequence

- probability of a token sequence, in the context of the human that generated it. 

LM

HuLM
"user state" representation

static user representation
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no history all data

= ∅

- huge
- no generalizations

- doesn't capture the person
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(all previous docs and tokens by the person)

no history all data

= ∅

- huge
- no generalizations

- doesn't capture the person history of 
user states



User State Representation, U

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. In Findings of the Association for Computational 
Linguistics: ACL 2022 (pp. 622-636).

State and Trait Theory from Psychology: Traits – the stable 
characteristics of "who someone is" –  define a distribution of potential 

states of being that moderate human behavior (i.e. language).
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I take trips to get 
out of Long Island 
to hike!
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State and Trait Theory from Psychology: Traits – the stable 
characteristics of "who someone is" –  define a distribution of potential 

states of being that moderate human behavior (i.e. language).
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LM
(Washington Outsider, 2014)
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User State Representation, U

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. In Findings of the Association for Computational 
Linguistics: ACL 2022 (pp. 622-636).

LM

LM

LM

I love playing Super 
Mario.

Hating the traffic! Get 
me out of here, 
please!

I love getting into the 
city.

LM

LM

LM

Hiking is the    ?   .

Pr(wt,i=  "best"  | ...)

Pr(wt,i= "worst" | ...)

I love the serenity 
of the mountains.

So excited about 
my model results!

I take trips to get 
out of Long Island 
to hike!



User State Representation: Motivation

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. In Findings of the Association for Computational 
Linguistics: ACL 2022 (pp. 622-636).

= [a sequence of states]

● Addressing Ecological Fallacy: Treating dependent phenomena (i.e. 
sequences from the same person) as if independent. (Piantadosi et al., 1988; Steel and Holt, 1996)

● Modeling the higher order structure.

● Building on ideas from human factor inclusion/adaptation (Lynn et al., 2017; Huang & Paul, 

2019; Hovy & Yang, 2021) and personalized modeling. (King & Cook, 2020; Jaech & Ostendorf, 2018)

(Washington Outsider, 2014)

U
j

U
j+1

I love the serenity 
of the mountains.

So excited about 
my model results!

I take trips to get 
out of Long Island 
to hike!

U
j+2
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Human Language Modeling (HuLM)

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. (2022, May). Human Language Modeling. In Findings of the Association for Computational 
Linguistics: ACL 2022 (pp. 622-636).

I love the serenity 
of the mountains.

So excited about 
my model results!

I take trips to get 
out of Long Island 
to hike!

= [a sequence of states]
U

j

U
j+1

U
j+2

Goal: Language modeling as a task grounded in the 
"natural" generators of language, people.
The HuLM task definition: Estimate the probability of a sequence of tokens, w

t,1:i
, 

conditioned on a higher-order representation, U
t 
, constituting the human  state of being 

just before the sequence generation. 
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● HaRT: an autoregressive transformer (based on GPT-2) with a recurrent user state.
Builds on the recurrent transformers of Yoshida et al. (2020).

● User-state informed self-attention: The user state informs the query computation 
(Q) in an early layer.

● Messages from a user are ordered by created time and chunked into blocks.

● Longer context (Dai et al., 2018; Beltagy et al., 2020) but with higher order structure.
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● User-state informed self-attention: The user state informs the query computation 
(Q) in an early layer.

● Messages from a user are ordered by created time and chunked into blocks.

● Longer context (Dai et al., 2018; Beltagy et al., 2020) but with higher order structure.

Layer k

Layer 1

Layer 3

Layer k-2

How to Adapt the Transformer?

...

...

Layer 2

Soni, N., Matero, M., Balasubramanian, N., & Schwartz, H. 
(2022, May). Human Language Modeling. 

In Findings of the Association for Computational Linguistics: 
ACL 2022 (pp. 622-636).

How to let the model adapt 
semantics to the state?

How to pass along the 
user state?
Recurrent connection 
from previous message.
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HuLM/HaRT Takeaways

● HuLM: Extension of language modeling 
      with notion of user.

● Progress for large LMs grounded in                         
language’s “natural” generators, people.

● HaRT: First step toward 
           large human language models.

● GitHub Repository

https://github.com/humanlab/HaRT


Human-Centered NLP – Review: 

1. Differential Language Analysis

2. Human Factor Adaptation

3. Human Language Modeling



Supplement: On the multi-level nature of 
words: 



121

Data are inherently multi-level.



1,639,750 tweets from 5,226 users in 420 counties



Almodaresi, F., Ungar, L., Kulkarni, V., Zakeri M., Giorgi, S. & Schwartz, H. A. 
(2017). On the Distribution of Lexical Features in Social Media. Annual 
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Almodaresi, F., Ungar, L., Kulkarni, V., Zakeri M., Giorgi, S. & Schwartz, H. A. 
(2017). On the Distribution of Lexical Features in Social Media. Annual 
Meeting of the Association for Computational Linguistics



Distribution
Message User County

1-gram topic Lex. 1-gram topic Lex. 1-gram topic Lex.

Power Law .71 .10 .00 .04 .00 .00 .07 .00 .00
Log-Normal .25 .89 1.00 .96 .97 .64 .92 .86 .44

Normal .04 .01 .00 .00 .03 .36 .01 .14 .56

Proportion best fit by the given distribution.

Almodaresi, F., Ungar, L., Kulkarni, V., Zakeri M., Giorgi, S. & Schwartz, H. A. 
(2017). On the Distribution of Lexical Features in Social Media. Annual 
Meeting of the Association for Computational Linguistics

Data are inherently multi-level.



LoRA: Fine-tuning LMs with Low Rank Approximation

(slides from Yang, 2023; based on slides based on Jesse Mu, Ivan Vulic, Jonas Pfeiffer, and Sebastian Ruder)

● LoRA is a memory efficient form of training LLMs 

without significant loss in performance

● LoRA performs gradient updates for only 4M out of 7B 

parameters to improve Llama2’s social understanding
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LoRA: Fine-tuning LMs with Low Rank Approximation

(slides from Yang, 2023; based on slides based on Jesse Mu, Ivan Vulic, Jonas Pfeiffer, and Sebastian Ruder)

h = Wx

Update 
Weights

ΔW ϵℝdxd



LoRA: Fine-tuning LMs with Low Rank Approximation

(slides from Yang, 2023; based on slides based on Jesse Mu, Ivan Vulic, Jonas Pfeiffer, and Sebastian Ruder)

h = Wxjust query and 
value is enough

https://iclr.cc/virtual/2022/poster/6319

